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ABSTRACT

The reference family panel is the foundation of a gene mapping program because it affects the
cost and quality of the genetic linkage maps, and should be designed to yield reliable linkage detection and
locus ordering at minimal gene mapping cost. A map cost function was defined as the mumber of
genotypes required per marker per unit of genome coverage and was used to obtain optimal designs with
respect to linkage detection. An ordering reliability function was defined as the likeliheod ratio of the most
likely order to the second most likely order of genetic markers and was used to find optimal designs with
respect to locus ordering. Optimum levels of recombination frequency were found to be in the
neighborhood of 0.11-0.15 for linkage detection and were in the region of 0.05-0.20 for locus ordering.
Therefore, recombination frequencies optimal for linkage detection are also optimal for locus ordering.
Based on the optimal detection levels, sample size (number of offspring) and map cost requirements were
derived for six representative designs, assuming gender-specific linkage maps and two alleles with equal
frequency for each marker. The sample size required for linkage detection ranged from 168 to 432
offspring for full-sib designs and ranged from 350 to 600 offspring for half-sib designs depending on the
family size and the target LOD score, with corresponding minimal map costs of 10-20 genotypes per
marker per centiMorgan map coverage. Locus ordering generally requires more genotypes than linkage
detection. For full-sib designs, meioses from both genders should be used for locus ordering even when
the maps are gender-specific. For half-sib designs, additional families may be needed for locus ordering.
Sample size for ordering closely linked loci as required by positional cloning were provided. Effects of
family size, grandparents, and marker polymorphism on design efficiency were analyzed.
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INTRODUCTION
Linkage maps of genetic markers are important tools for finding genes associated with
economically important traits and disease traits in animal and plant species. Although linkage maps have

been constructed for several domestic species (Bumstead et al., 1996; De Gortari, 1998; Kappes et al,,
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1997; Rohrer et al,, 1996), the construction of linkage maps is just being planned for some other species,
€.g., a gene mapping program for several aquacultural species has recently been planned (Alcivar-
Warren, 1997; Kocher et al,, 1997; Gaffney et al., 1997; Waldbieser et al., 1997). Considering the rapid
progress in gene mapping and the large number of species in existence, many more genetic linkage maps
may be constructed in the future,

The construction of linkage maps requires analyzing genetic marker data generated from
individuals in a set of families with designed structure that allows linkage detection with minimal
genotyping requirement and sufficient DNA resource to generate the necessary number of genotypes for
each individual. Such families are referred to as reference families, or a reference family panel (Hetzel,
1991). The design of reference families is the foundation of a gene mapping program because reference
families affect the quality and cost of the linkage maps. Once established and put into usage, discarding
an inefficient family would waste the genotypes aiready generated, in addition to costs associated with
DNA collection for the family. Therefore, it is important to design reference families correctly at the
beginning of the gene mapping program.

The construction of linkage maps consists of two tasks, linkage detection and locus ordering.
Therefore, the design of reference families should yield sufficient resources for both of these tasks.
Several aspects of designing reference families for linkage detection have been discussed in the literature.
Botstein et al. (1980) estimated the number of offspring required to detect a given level of recombination
frequency based on the polymorphism information content (PIC). White et al. ( 1985) suggested a three-
generation structure for constructing the human genetic linkage maps. For domestic animals, Hetzel
(1991) outlined principles of designing reference families for gene mapping. Van der Beek et al. (1993)

analyzed optimal designs classified by parental gametic mating types based on the expected maximum
LOD scores, Van der Beek and Van Arendonk (1993) analyzed the efficiency of designs classified by
pedigree structures taking into account heterozygosity of the genetic markers. Elsen et al. (1994) studied
optimum family structures, contributions of grandparents and dams for half-sib designs. Da and Lewin
{1995) compared relative efficiencies of full-sib and half-sib designs taking into account joint marker

informativeness for each pair of genetic markers. These studies provided certain solutions to the design
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issue in terms of detecting given levels of recombination frequency but none of them addressed the .ssue
in terms of optimum detection level and minimal map cost. Funhcrmore, none of these studies addressed
the need for locus ordering.

Total map coverage is a function of the recombination frequency (or map distance) to be
detected and the number of markers to be used for genome coverage. To detect a large recombination
frequency would require genotyping a large number of individuals, whereas to detect a small
recombination frequency would require genotyping a large number of markers, both translating into large
gene mapping costs. Therefore, in designing reference families, optimal levels of recombination
frequency for both linkage detection and locus ordering should be sought to minix‘nize the zene mapping
costs while yielding linkage maps with reliable linkage detection and locus ordering.

The purpose of this study was to investigate the designs of reference families necessary for
linkage detection and locus ordering while minimizing the gene mapping cost, to study the relationship
between optimal recombination trequenciés for linkage detection and for locus ordering, to study factors
that affect the map cost and design, and to derive resource requirements for various gene mapping
designs applicable to species where mating systems and family structure can be designed.

THEORY AND METHODS

Different designs of reference families have their own advantages and disadvantages, e.g., the
most efficient design could be the most difficult to implement. Therefore, a general description of
applicable designs and the analysis of their advantages and disadvantages are necessary before selecting
designs for further analysis. This section will start with the description and analysis of typical designs of
reference families, followed by statistical formulations to obtain optimal designs with respect to linkage
detection and locus ordering, and the estimation of resource requirements for selected designs. Animal
species will be assumed, although the results are applicable to any species where mating system and
family structure can be designed.

Basic designs of reference families According to the number of missing grandparents and

family structure, designs of reference families applicable to gene mapping in animals can be divided into

nine basic designs (Figure 1). Pedigree structures with more than three generations are not considered
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Figure 1. Typical designs to construct genetic linkage maps. A square denotes male, a circle denotes
female, and a dark circle denotes an individual with unknown genotype. Designs I-V] are full-sib designs,
and VII-IX are half-sib designs (a full-sib family with one missing parent can be one of VII-IX but is
considered a non-typical design, see text). Designs VI and IX are two-generation designs, and the other
seven are three-generation designs.

because more than three generations are not necess@ for the construction of linkage maps of genetic
markers. More complex designs such as a mixture of full-sib and half-sib designs can be treated as a
combination of these nine designs.

Designs [-VI are full-sib designs and VII-IX are half-sib designs. Full-sib designs yield meioses
for both genders and can be used to construct gender-average linkage maps as well as gender-specific
maps. Half-sib designs yield meioses for one gender only and consequently can construct linkage maps
only for one gender. Therefore, if linkage maps for both genders are required, full-sib designs are the only
choices. It could be argued that half-sib designs could construct maps for both genders provided dams

and maternal grandparents are genotyped. This practice, however, would be too costly to be practical
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because the total number of genotypes can be up to four times as large as without genotyping dams and
maternal grandparents. Therefore, the possibility of using half-sib designs to construct gender-average
linkage maps will not be considered. Full-sib designs are more efficient than half-sib designs for linkage
detection and locus ordering if both genders have the same recombination frequencies. If both genders
do not have the same recombination frequencies, full-sib dcsign; may not be more efficient than half-sib
designs for linkage detection but are still about twice as efficient as half-sib designs for locus ordering.
This is because both genders can be assumed to have the same locus order so that meioses from both
genders can be used for locus ordering. Full-sib designs also yield more informative offspring per family
than half-sib designs, because both parents are genotyped in full-sib designs whereas half-sib designs
typically genotype only one parent for each family. The disadvantage of full-sib designs is that a large
family size is difficult to obtain for uniparous species such as cattle and horses. For these species, half-sib
designs (VII-IX) can have much larger family sizes. The half-sib designs result in a by-product of gene
mapping, i.e, estimates of allele frequencies. This is because half-sib designs generally have many more
dams than full-sib designs and dam alleies observed in the offspring can be used for the estimation of
allele frequencies (Ron et al., 1995). Note that the dam of each offspring does not have to be genotyped
to observe her alleles because a dam allele is identified if the allele transmitted from the sire to the
offspring is identified. For an application-oriented gene mapping program, where gender differences in
recombination rate are not of interest, a half-sib design could be a suitable choice for constructing a
gender-specific linkage map and for the estimation of marker allele frequencies.

Designs VI and IX are two-generation designs, and the other seven-designs are three-generation
designs. Three-generation designs yield phase-known and phase-unknown data whereas two-generation
designs yield only phase-unknown data. In terms of overall efficiency, design I is most efficient if the
family size is sufficiently large (Da and Lewin, 1995). However, design I is also the most difficult to
implement because it requires the collection of DNA for family members of three generations. For each
missing grandparent, there is a loss of linkage information but the design becomes easier to implement.

A gene mapping design should have sufficient resource to yield gender-specific linkage maps

even when gender-average maps are available, because a gender difference in recombination frequencies
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may exist. For the construction of gender-specific linkage maps, designs IIL, V, VI, VIL, VII], and IX are
representative designs, and will be studied in detail. Resources sufficient for gender-specific maps are
also sufficient for gender-average maps, because gender-average maps generally require half of the
genotypes required by gender-specific maps if equal recombination frequencies for both genders are
assumed.

The mating system for the nine designs (Figure 1) can be a cross or crosses between divergent
breeds to increase the heterozygosity of each marker. The disadvantage of making crosses is the time and
animal maintenance cost involved, especially for three-generation designs and for species with longer
generation intervals. An alternative to crosses would be to select families from the currently available
families where efficient families may exist. For example, in the US dairy cattle population, sgveral large
full-sib families are available and some of the families have 25 to 46 offspring per family. In terms of
family sizes, these families can be a powerful tool for gene mapping because large families are more
efficient asv will be demonstrated. Designing families with these family sizes can be costly. The
disadvantage of using purebred families is the potentially lower heterozygosity. Therefore, the decision
to select a mating system for the reference families would require a balance between the time and
maintenance cost required by making crosses and the loss of information due to lower heterozygosity by
using a purebred population. The relative advantage and disadvantage of each design can be evaluated
using the statistical approach presented in this study.

Definitions and assumptions Genome coverage refers to the total map distance covered by the

genetic markers on the linkage map in the unit of centiMorgans (cM) or Morgans (1 Morgan = 100 cM).
Detection level will be defined as the average value of recombination frequency to be detected by the
reference family panel. Detection distance (x) will be defined as th:e map units in cM corresponding to
the specified detection level. Let x = detection distance in cM between adjacent genetic markers, k =
number of chromosomes, m = number of markers per chromosome, then the genome coverage can be
expressed as C = k(m -1)x. Therefore, genome coverage is a function of the detection distance and the

number of markers. Large detection distance requires genotyping a large number of offspring and small

detection distance requires genotyping a large number of markers, resulting in unrecesserily high gene '
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mapping cost. Map cost will be defined as the number of genotypes required per marker per unit (per cM)
of genome coverage. The detection level that minimizes the map cost will be referred to as optimum
detection level. Ordering reliability refers to the relative reliability of the most likely order of loci to the
second most likely order, and will be defined as the likelihood ratio for the two orders. An optimum
ordering level will be defined as the detection level that maximizes the ordering reliability. Sample size
will be defined as the total number of offspring in the reference family panel. Data Structure refers to the
division of sample size into families with certain family sizes. An informative meiosis refers to a meiosis
that can be identified as a recombinant or nonrecombinant. Gender orientation of the linkage map refers
to whether the linkage map is gender-specific or gender-average. Gender-specific map allows unequal
recombination frequencies for two genders and the linkage map is constructed separately for each gender.
Gender-average map assumes equal recombination frequency in both genders and is constructed using
meioses from both genders. Generally, gender-specific maps require twice as many meioses as gender-
average maps. A gene mapping goal generally consists of four factors, the detection level, the ordering
reliability, genome coverage, and gender orientation of the genetic map. Each of the four factors affects
the requirement for sample size map cost. Codominant markers with equal allele frequencies will be
assumed. Chiasma and chromatid interference will be assumed absent.

Sample size Sample size is obtained by the product of family size and number of families,
where family size is the number of offspring per family. In the following, family size will be assumed
known, and the number of families required to detect a recombination frequency will be derived from
the maximum LOD score for the given family size. Let 6= the true recombination frequency, ¢ = number
of informative meioses per family, g0 = expected number of recombinants, q(1-6) = expected number
of nonrecombinants, f = number of families with phase-known data, m = number of families with phase-
unknown data. The maximum LOD score for q phase-known infonnative meioses is (q){log,((2) + (1-
0)log,(1-0)+0log,,(8)] (p.41, Ott, 1991). Assuming equal family has q phase-known informative
meioses, the maximum LOD score for f families of phase-known data can be expressed as:

Zp = (H)(@)[logo(2) + (1-6)log,o(1-6)+6log,(8)] 0]

Given phase-known data, the relationship between the genotypes and the informative meioses is q = n(i),
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where n = number of offspring with known genotypes, i, = frequency of informative offspring (equations
1-2 in Da and Lewin, 1995). Replacing q in equation (1) by n(i), the maximum LOD score for f families
of phase-known data becomes:

Zpk = (D(n)(i))[log,o(2) + (1-6)log,o(1-8)+Blog,4(6)] €3

For phase-unknown data, the likelihood of informative meioses need to consider two alternative
parental linkage phases, the coupling phase and the repulsion phase. Assume that recombinants in the
offspring are less frequent under coupling phase than under repulsion phase, and let L, = the likelihood
of the informative meioses in coupling parental linkage phase, L, = the likelihood of the informative
meioses in repulsion linkage phase. Then the likelthood function for phase-unknown data can be
expressed as L = (L, + L,)/2 (pp. 94-104, Ott, 1991). For q -informative meioses of phasé-unknown data,
the maximum LOD score is [(n)(i;) — 1]log,,(2) + log,i(L, + L,) (p.102, Ott, 1991). For m families of
phase-unknown informative meioses, the maximum LOD score can be expressed as:

Zpy = m){[(n)(i)) - 1]log,¢(2) + log,o(L, + L,)} 3

where

Li=(1=0) W77 g%, 1y=(1 - 0)®" grixt-9
For s families of three-generation data, (s)(H) of the families are expected to be doubly heterozygous,
where H is the double heterozygosity of two markers. Let u + v = s such that f = (u)(H) families are

expected to be phase-known and m = (v)(H) families are expected to be phase-unknown. Then, from

equations (2-3), the likelihood function for the s families can be written as:

vH

L= (H Ln)[ﬁ (0.5) (L + L)l = (H L[ 105X (L + L]

i= i i=1
and the corresponding maximum LOD for the s families of three-generation data is:
Z = log,o(L)/10g,o[0.5 V] = (s)(H)[wyZpx + (1 = W)Zpy] C))
where w, = (uH)/(sH) = u/s = frequency of phase-known families when genotyping k grandparents on

the parental path (k = 1 or 2), and q = n(i), as defined in equation (2). Note that the expected value of w,
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(equation 12 in Da and Lewin, 1995) is a function of allele frequencies. For three-generation designs,
0 < w, < 1; for two-generation designs, w, = 0. Therefore, equation (4) can be considered as a general
formulation for two-generation and three-generation designs, or a mixture of two-generation and three
generation designs.

From equation (4), the number of families required to achieve the target LOD score Z is:

s = Z/{H[wyZpg + (1 ~ W) Zpy}} (%)
and the sample size (total number of offspring) required to achieve the specified Z is:

N = (n)(s) = (n)(Z)/ {H[WiZpx + (1 = W) Zpy]} (6)
where n is the number of offspring per family in Z,y (equation 2) and Z, {(equation 3).

In equatiax (6), w, and H are functions of allele frequencies, i; in Z, and Zy, is a function of
allele frequencies and recombination frequency, and Z,y and Zyy, are functions of family size (number
of offspring per family), recombination frequency, and the frequency of informative offspring (i;).
Therefore, the sample size function given by equation (6) is a function of marker polymorphism,
recombination frequency, the target LOD score, and the design of the reference families characterized
by different w,, i, and family size. However, the effect of the design on the sample size function is only
partial, because not all members of the parents and grandparents in each design are considered by
equation (6). In contrast, the effect of the design on the map cost function will be complete, because every
individual in the design is taken into account by the map cost function, as shown below.

The map cost function Let G = the map cost function = number of genotypes required per map
unit in cM per marker, y = number of individuals to be genotyped per family per marker, h = expected
heterozygosity of the marker, and x = the map units in ¢M corresponding to a specified detection level
obtained from the Haldane map function (Haldane, 1919; Ott, 1991). In gene mapping practice, the
parents generally are screened first. If a parent is heterozygous, then the offspring and grandparents (if
applicable) in the family are genotyped for the marker. Based on this practice, the number of individuals
to be genotyped per family for a marker can be expressed as y = 1 + (n+t)h, where t = the number of

parents and grandparents in each family =3, 2, 1, 2, 1, and 0 for designs III, V, VI, VII, VIII, and IX
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respectively, and n = family size. Then, by the definition of G given at the beginning of this section and
noting equation (5), the map cost function can be expressed as:

G =(s)(y)/x =-[1=(n+)h]JZ/{50[ log(l - 26)]H[W,Zpy + (1 ~ W)Zs]} (7)

In comparison with the sample size function given by equation (6), The map cost function given
by equation (7) is affected by the design of reference families because it involves the whole structure of
the design, i.e., the number of families and all members in each family. In addition, the map cost function
is also affected by marker polymorphism, recombination frequency, and the target LOD score (Z), the
same factors that affect the sample size function. The map cost function is a more useful criterion than
the sample size 10 evaluate designs because the map cost function considers the relationship between the
number of genotypes required, all family members involved in the design, the map distance as well as
factors considered by the sample size function.

Ordering reliability, and the sample size and map cost requirements for locus ordering
The likelihood ratio of the most likely order to the next most likely order is a widely accepted statistical
evidence for locus ordering (Weeks, 1991). This likelihood ratio in log,, scale will be referred to as
ordering reliability and will be used to locate the optimum ordering level and to derive the sample size
and map cost requirements for locus ordering. Assume phase-known data and three loci with the true
order of 1-2-3, then two incorrect orders are possible, 1-3-2 and 2-1-3. Assume equal recombination
irequency for adjacent intervals, i.., 8,, = 6,, = 8, and assume no chiasma interference such that 6=
26(1-6). Under these assumptions, the two incorrect orders have equal likelihood, and the likelihood
analysis for ordering is reduced to the comparison between the correct order and one of the two incorrect
orders. For three loci, four categories of haplotypes are possible, nonrecombinant for both intervals,
nonrecombinant for interval 1-2 but recombinant for interval 2-3, recombinant for interval 1-2 but
nonrecombinant for interval 2-3, and recombinant for both intervals with probabilities p, = (1 -0)%, p,
=(1-8)8, p, = 6(1 -0), and p, = 6° respectively. LetR = ordering reliability, Q = total number of triply
fully informative gametes required to obtain the specified reliability, and n, = Qp, = the expected number
of observations for haplotype category i, i =1, ..., 4. Then the ordering reliability can be expressed as:

R =(Q)R)) (®
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16 1 1 6
= p log|————]+p,log(—) + p, log[ ———] + p, log[ ————
Ri = P, g[l-Ze(l-e)] P, g(ze) pzog[z(l_e)] Ps Og[1-2e(1-e>]

From equation (8), the number of triply informative meioses required for a specified ordering
reliability R is Q = R/R, . Through the use of Q, the number of offspring and map cost required for a
given R can be estimated.

The first step is to relate Q to the number of informative gametes for two loci (q) and this can
be done by the relationship between the expected frequencies of informative gametes for two loci and
for three loci. Let I, = the frequency of fully informative gametes for two markers when genotyping k
parents (Da and Lewin, 1995), J, = the frequency of fully informative gametes for three markers when
genotyping k parents. When two markers are unlinked, the joint frequency of infermative offspring for
two markers is the product between the two individual frequencies of the two markers considered
separately (Da and Lewin, 1995). Based on this result, approximately, J = I,*?. This is an approximation
because the linkage between the third marker and the first two markers is ignored although the linkage
between the first two markers is taken into account by I,. Then, for the same number of offspring, I, of
these offspring are expected to be informative for two loci, whereas 1.%* of the offspring are expected to
be informative for three loci. Therefore, (Q)/(1,>?) = (q)/(1) . From this relationship and noting equation
(8), the number of fully informative gametes for two loci can be expressed in terms of the number of fully
informative gametes for three loci by g = Q/(1,%) = R/[(R )(L)]-

The second step to estimate the number of off.;.pring and map cost required for ordering is to
relate Q to the number of offspring required for linkage detection. Substituting q = R/[(R,)(L%)] into
equation (1) yields the LOD score equivalent to the resource required by locus ordering if such resource
is applied to linkage detection. Let this LOD score be denoted by Z,, then Z = R/[(L}(R))][log,,(2) +
(1-8)log,o( 1-0)+6log,(6)]. The ratio of Z/Z is an indicator whether locus ordering would require a larger
(or smaller) sample size than linkage detection, where Z is the LOD score required for linkage detection.

Let N, = the sample size requirement for locus ordering, G, = the map cost requirement for locus
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ordering, then the sample size and map cost requirements for locus ordering can be obtained by:

N, =(Z/Z)N 9

G, =(Z/Z2)G (10)
where N is given by equation (6), and G is given by equation (7).

Ordering closely linked loci is needed for special purposes, e.g., positional cloning would
require the ordering of loci about 0.10 cM apart (Kruglyak and Lander, 1995). Locus ordering at such
small map distances will require many more meioses than at optimal ordering levels. The mathematical
formulations for locus ordering, however, can be greatly simplified when the map distances are so small.
In such cases, grandparents become unimportant and family size can be relaxed. Therefore, the three full-
sib designs (I, V, VI) and the three half-sib designs (V1I, VIII, IX) for gender-specific maps can be
referred to as the full-sib design and the half-sib design, ignoring the differences in the numbers of
grandparents. Now the locus ordering problem can be reduced to Aone recombinant ordering@, i.c., the
observation of a single recombinant type between any pair of markers would yield sufficient statistical
evidence for locus ordering. In this case, the pair with one recombinant should be placed at the ends of
the interval‘, and the locus without recombination with either of the pair should be placed in the middle
of the interval. Using the one recombinant ordering, the number of meioses required to detect one
recombinant is N =1/ because 6 is the probability for the one recombinant to occur, and the
corresponding number of offspring required is

T =N/i, = V[(0)(i)] ¢8))
where i, = frequency of informative offspring for two markers. When 6 is small, 8*~0,and 1 =20 =~ 1
- 6 Substituting these approximations into equation (8), the ordering reliability can be simplified to

R=18=N (12)
Equation (11-12) are convenient formulae to estimate total number of offspring required and the ordering
reliabilicy for closely linked loci.

RESULTS AND DISCUSSION

Optimum detection level and minimu:1 map cost The optimum detection level and its

corresponding minimum map cost are obtained by minimizing the map cost function (equation 7), and
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Figure 2. Optimum detection level and minimal map cost for three full-sib designs. Gender-specific
linkage map, two alleles with equal frequency and a LOD score of 3.0 are assumed. Design HI has two
grandparents on the parental path, design III has one grandparent and design VI has no grandparent.

the results for various family sizes are shown for three full-sib designs (Figure 2) and three half-sib
designs (Figure 3). The difference among the three designs in each figure is in the number of
grandparents, i.e., designs IIT and VII have two grandparents, V and VIII have one grandparent, and VI
and IX have no grandparents. For gender-specific linkage maps, a LOD score of 3.0 and two alleles with
equal frequency for each marker are assumed. For the full-sib designs (Figure 2), the range of optimum
detection levels is from 6= 0.08 for design VI with 5 offspring per family to 8 = 0.167 for design Il with
40 offspring per family, and the corresponding minimum map costs are 22.4 and 5.5 genotypes percM
genome coverage respectively. For half-sib designs, the range of optimum detection level is from 6 = 0.11
(design XI with 20 offspring per family) to 6 = 0.156 (design VII with 100 offspring per family) and the

corresponding minimal map costs are 14.89 and 9.54 genotypes/cM per marker respectively. These
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Figure 3. Optimum detection level and minimal map cost for three half-sib designs. Gender-specific
linkage map, two alleles with equal frequency and a LOD score of 3.0 are assumed.

ranges of half-sib designs are narrower than those of the full-sib designs because the family sizes chosen
for the half-sib designs are relatively large.

Effect of family size: As the farm'l‘y size increases, the optimum detection level increases and the
minimal map cost decreases. These changes, however, mostly occur for family sizes below 15 for full-sib
desigr - (Figure 2), and for family sizes below 40 for half-sib designs (Figure 3). When family sizes are
below these threshold values, increases in family size may result in a significant reduction in map cost.
For example, design III with a family size of 5 would cost 15.68 genotypes per ¢cM genome coverage,
whereas the same design with a family size of 15 would require only 7.95 genotypes for the same genome
coverage. Assuming a genome coverage of 3000 cM, then the design with a family size of § would

require 23,190 more genotypes than the same design with family size of 15.
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Figure 4. Map cost function for three full-sib designs. Gender-specific map and nine offspring per family
were assumed. This figure shows that the map cost is minimal for recombination frequency in the region
of 0.11-0.15. Within each design, larger family size is more capable of detecting larger recombination
frequency than smaller family size but the effect of family size decreases as the detection level decreases.

Effect of grandparents: Grandparents are important for small family sizes. As shown in Figures
2 and 3, designs with two grandparents on each parental path are more efficient thap designs with one
or two missing grandparents but this difference is most pronounced when the family size is small. For
example, for design III with $ full sibs, the minimum map cost is 15.68 with two grandparents and is
increased to 22.44 for the same family size without grandparents. Therefore, two missing grandparents
would require 20,280 genotypes for a total genome coverage of 3000 cM for this example. In terms of
linkage detection, the disadvantage of missing grandparents in small families is the inability of the des:gn
to detect a large recombination frequency, as shown in Figure 4, where design VI has two missing

grandparents and has a rapidly increasing map cost when recombination frequency increases beyond 0.20.
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In contrast, the designs w:th at least one grandparent have a map cost that increases slowly with
increasing recombination fr= uency. This is because two missing grandparents result in phase-unknown
data and the LOD score for phase-unknown data given by equation (3) decreases rapidly as the family
size decreases and the number of families increases. When family size increases to a certain size (15 for
full-sib design, 40 for half-sib design), grandparents become unimportant in the reduction of map cost.
However, it should be noted that grandparents always have unique usage, i.e., unequivocal determination
of parental linkage phase. As detection level decreases, grandparents also become less important (Figure
4). For detecting a large recombination frequency, small families without grandparents are costly, e.g.,
the map cost increases rapidly as the detection level increases over 0.20 (Figure 4).

Effect of marker polymorphism: Marker polymorphism has a significant effect on the sample
size and map cost requirements. Figure 5 shows the effect of marker polymorphism on map cost for
design III with two family sizes, 9 and 15, assuming equal allele frequencies. If the number of alleles is
increased from 2 to 3, then the map cost is reduced by about 50%. However, further increase in the
number of alleles beyond 4 does not result in significant further reduction in the map cost. Note that the
polymorphism assumed in this study is the number of aileles with equal allele frequency. In practice,
alleles generally do not have equal allele frequencies. To apply results in this study, effective number of
alleles can be used be in place of the number of alleles. Effective number of alleles for the purpose of
describing marker polymorphism was defined as the number of alleles with equal allele frequency
equivalent to the observed marker polymorphism (Da et al., 1997). The polymorphism information
content when genotyping two parents (PIC,; Botstein et al., 1980) corresponding to 4 effective alleles is
70.3%. Therefore, genetic markers with a PIC, value of 70% or above are sufficiently effective for the
construction of genetic linkage maps.

Optimum ordering level Figure 6 shows that the ordering reliability (equation 8) reaches its

maximum value and the required number of triply fully informative gametes reaches its minimum value
at 8 = 0.12. As 6 changes in either direction, the ordering reliability changes rather quickly but the
number of triply informative meioses required to achieve the specified ordering reliability remained

relatively stable (c2low 40) in the region of 0.05 <8 < 0.22, which can be considered as the region of
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Figure 5. Effect of marker polymorphism on the map cost function. The figure shows the map cost of
design ITI with family size of 9 offspring (III-9) and with family size of 15 offspring (III-15) for different
number of alleles assuming equal allele frequency.

optimum ordering levels. Therefore, the region of optimum ordering levels contains the optimum
detection levels, and designs optimal for linkage detection should also be optimal for locus ordering. Note
that the optimum ordering levels were derived under the assumption of phase-known data because this
assumption allowed simple mathematical results such as equations (8) and (12). The region of optimum
ordering levels derived for phase-known data should contain the region of optimum ordering levels for
phase-unknown data, because phase-dnknown data generally are less capable than phase-known data
either for locus ordering as well as for linkage detection, resulting in narrower region of optimum
detection levels. This implies that the resource requirements for locus ordering based on phase-known
data should be considered as the minimal requirements in the context that phase-unknown data would

required more resources for the same ordering task.
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Figure 6. Likelihood ratio of the correct order to an incorrect order per triply fully informative gametes
(TFIG) and total number of TFIG required to order three loci. A likelihood ratio of (correct
order)/(incorrect order) = 100:1 and equal recombination frequency in adjacent marker interval were
assumed. Ordering loci requires the least number of TFIG at recombination frequency of 0.12 for each
interval. For recombination frequency in the range of 0.05-0.22, ordering loci requires 31-40 TFIG. As
recombination frequency decreases from 0.05 to 0, or increases from 0.30 to 0.50, ordering loci becomes
more difficult rapidly.

Sample size and map cost for linkage detection Sample size requirements at optimal detection

level (Table 1) and their corresponding minimal map costs (Table 2) for the construction of gender-
specific linkage maps were calculated for three full-sib and three half-sib designs. An optimum detection
level of 0.13 was assumed for full-sib designs and an optimum detection level of 0.15 was assumed for
half-sib designs. A larger optimum detection level was assumed for half-sib designs because larger family
sizes were assumed. The number of offspring required ranged from 165 to 432 for the full-sib designs

and ranged from 350 to 600 for the half-sib designs. The map cost ranged from 6.81 to 19.22
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Table I: Family size, number of famulies, and sample size of the reference family panel required by full-sib and

designs to construct gender-specific linkage maps at optimum detection levei *

stb

Maximum Full-sib designs Half-sib designs o
LOD m \ V1 vl VIII IX
3.0 9% /189° 9/216 9/261 40/360 40/360 40/400
15/165 15/195 15/195 50/350 50/350 50/350
21/168 21/168 21/189 60/360 60/360 50/360
4.0 9/252 9/288 9/351 40/480 40/480 40/520
15/285 15/195 15/270 50/450 50/450 507500
217231 21/231 217252 607420 60/480 60/480
5.0 9/315 9/351 9/432 40/600 40/600 40/640
15/285 15/300 15/330 50/550 50/600 50/600
21273 21294 21/315 60/540 60/600 60/600

* Each marker is assumed to have two alleles with equal allele frequency. The optimumn detection level is 8= 0.13 for full-

sib designs and is 8 = 0.15 for half-sib designs.
® Number to the left of each / is the family size assumed for the design.

“Number to the right of each / is the sample size required by the design and was calculated using equation (6), in which

the number of famulies required was rounded up to the nearest integer.

genotypes/cM for full-sib designs and ranged from 10.75 to 19.26 genotypes/cM for half-sib designs.

These results were derived based on the assumption of two alleles with equal allele frequencies. Deviation

of marker polymorphism from this assumption could make the sample sizes more or less sufficient and

make the map cost estimates more or less than the actual cost. For microsatellite marker linkage maps,

the sample size and map cost requirements in Tables 1 and 2 may be overestimates. For example, of the

247 microsatellite markers in Ma et al. (1996), more than 80% had more than two effective alleles. When

constructing linkage maps for new genetic markers, the mep costs in Table 2 could be underestimates

because marker spacing may not be optimal. In this case. design based on optimal spacing is still the best
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Table 2: Expected map cost of desigas of reference family panel *
Maximum Full-sib designs Half-sib designs
LOD I A VI VI Vil IX
3.0 9°/9.82° 9/10.22 9/11.53 40/10.75 40/11.00 40/11.56
15/7.63 15/1.70 15/8.05 50/10.34 50/10.51 50/10.91
21/6.81 21/6.82 21/6.99 60/10.07 60/10.21 60/10.51
4.0 9/13.09 9/13.63 9/15.38 40/14.34 40/14.67 40/15.41
15/10.17  15/10.26 15/10.73 50/13.78 50/14.02 50/14.54
21/9.08 21/9.10 21/9.32 60/13.43 60/13.61 60/14.01
5.0 9/16.37 9/17.04 9/19.22 40/17.92 40/18.34 40/19.26
; B e 15/12.1 15/12.83 15/13.41 50/17.23 50/17.52 50/18.18
‘. 21/11.35 2111137 21/11.65 60/16.78 60/17.01 60/17.52

* Each marker is assumed to have two alleles with equal allele frequency. The optimum detection level is 8= 0.13 for full-

sib designs and is 6 = 0.15 for half-sib designs.

® Number to the left of each / is the family size assumed for the design.
¢Number to the right of each / is the map cost of the design and is calculated using equation (7).

strategy. Markers not mapped due to non-optimal spacing can be mapped later by adding more families.

Attempting to map all markers with various marker spacing can be costly and impractical. The total

Sample size_and map cost for locus ordering Assuming two alleles with equal allele

frequency, 1,° in equations 9-10 equals 0.56 for large two-generation half-sib families and at most equals

0.55 for small three-generation full-sib families. Therefore, approximately, the number of offspring that

generate one triply fully informative meioses is expected to generate about two doubly fully informative

metoses. The number of meioses for locus ordering at 6 = 0.12 (optimum ordering level) with a likelihood

number of genotypes needed for a gene mapping program can be estimated by the map cost multiplied
by the number of markers.
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Table 3: Number of offspring required by ordering closely linked loci for.positional cloning based on the one

recombinant ordering strategy. ~
Map Full-sib designs Half-sib designs
distance (¢cM) 2t 3 4 2 . 3 4

0.10 1603° 1247 1134 2672 1803 1545
0.11 1457 1135 1031 2429 1639 1404
& : 012 1336 1040 945 2227 1503 1287
' 0.13 1232 960 873 2056 1388 1189
0.14 1145 892 810 1910 1289 1104
0.15 1070 833 757 1784 1204 1031

* Numbers in this row are numbers of alleles for each marker.
® Numbers in the body of the table are mumbers of offspring required. The ordering reliability is approximately 1/x, where
x is the map distance.

ratio of 100:1 would generate a LOD score of 7.28, and would generate a LOD score of 10.57 if the
resource is sufficient for locus ordering with a likelihood ratio of 1000:1. Consequently, locus ordering
would require twice as many meioses as linkage detection with a LOD score of 3.64 if the target
likelihood ratio is 100:1, and a likelihood ratio of 1000:1 would require twice as many meioses as
required by a LOD score of 5.3 . The solution to the resource requirements by locus ordering would not
be to increase the sample size for linkage detection because this is a costly solution. Two options are
available. For full-sit designs, meioses from both genders can be used for locus ordering even when
gender-specific maps are required, because different genders have the same locus order although they
may have different map distance. This approach doubles the meioses available for locus ordering and
would be sufficient for most ordering needs. For half-sib designs, reserve families should be a suitable
solution. These reserve families are genotyped only for those markers that have unreliable ordering or
linkage detection. For ordering closely linked loci, such as the map distance required by positional

cloning (Kruglyak and Lander, 1995), the number of offspring required is given in Table 3 for various
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map distances and number of alleles. Assuming two alleles with equal frequency and 0.10 cM map
distance between adjacent markers, about 1603 offspring are required to find one recombinant for full-sib
designs, and 2672 offspring are required for half-sib designs. The approximate ordering reliability
(equation 12} is R = 1/0.10 = 1000:1, and the exact ordering reliability (equation 8) is R = 1007:1. For
full-sib designs, the number of offspring can be reduced by 50% if meioses from both genders are used
for locus ordering. As the number of alleles increases, the number of offspring required decreases
significantly (Table 3).

Comparisons with previous studies The optimum detection levels for various designs were

found to be around 8 = 0.11-15, which is lower than some detection levels used in the literature , e.g., 6=
0.20 was used in Van der Beek et al. (1993) and in Da and Lewin (1995), and 40 ¢M was suggested in
White et al. (1985). This study agrees with the literature on the effect of family size, i.., large families
generally are more efficient than small families but does not necessarily agree with the literature in terms
of the actual sample size required for a particular design. This study found that grandparents become
unimboﬁant when family size is large, about 15 offspring for full-sib designs and 40 offspring for half-sib
designs. This is in disagreement with the conclusion that knowledge of parental phase does not improve
the quality of estimation if the family size is 5 or more (Elsen et al., 1994). It should be noted that results
obtained in this study should be interpreted as expected results, because the realized set of data-are
assumed to equal the expected set of data. Effects of variation, such as different family sizes, different
numbers of families, are not described but can be evaluated by using assumed variations in the sample
size and map cost formulations, with appropriate modification to the formulations. Variations in allele
frequencies can be evaluated by using the actual allele frequencies in the linkage information measures
H, w,, and I, according to formulations given in Da and Lewin (1995).

Conclusions The principle of designing reference families is to yield genetic linkage maps with
maximum map coverage, reliable linkage detection and locus ordering at minimal genotyping costs.
Optimal designs can be obtained by minimizing the map cost function, which is a function of the map
distance, the target LOD score, marker polymorphism and data structure. Designs obtained by minimizing

the map cost functions not only are optimal for linkage detection but also for locus ordering, because
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optimal detection levels overlap with optimal ordering levels. However, locus ordering, especiaily
-ordering closely linked loci, is a more difficult task than linkage detection and requires more resource
than linkage detection. Resource requirements for gene mapping can be derived by minimizing the map
cost function for species where mating system and family structure can be designed. Highly polymorphic
markers and large families can result in significant reductions in map costs. Grandparents reduce map
costs significantly for small families.
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